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A continuous wave laser technique for picosecond lifetime measure- 
ments is presented which takes advantage of phase relations between two 
amplitude-modulated light beams travelling on different optical paths. Two 
determinationsofsuchaphase(~0and~1)yieldaphaseshiftO,(-~r-~e) 
which can be related to the lifetime of the sample. We stress the importance 
of a critical error estimation. A detailed analysis of error sources and their 
consequences is performed. Favourable measurement parameters can be 
obtained from the error discussion. The result is very encouraging since the 
accuracy can be tuned to the low picosecond range. The resolution limit is 
set by the dynamic calibration of the spectrum analyser. 

1. Introduction 

1 .l. Objective 
Measurements of molecular decays on the picosecond time scale [I] 

require careful control of the experimental parameters since there are a 
series of hidden traps. Although the results may be reproducible to within 
a few picoseconds, this is no proof of absolute accuracy. Reliable results 
must be based on a macroscopic check-out of the method against well- 
defined physical parameters. The experiment should allow closely spaced 
multiexponential decays to be analysed [ 2,3 ] ; otherwise misleading inter- 
pretation detracts 3om absolute accuracy. When a photomultiplier is u&d 
as the detector, the time response of the tube must be calibrated against 
spectral response. Because of the wavelength-dependent kinetic energy of 
the electrons emitted from the photocathode, different spectral light dis- 
tributions cause transit time lags and subsequent hfetime errors up to some 
hundreds of picoseco nds depending on the tube type. This phenomenon is 
especially important for luminescent samples with a significant Stokes’s 
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shift [4] . The signal-to-noise ratio must also be considered, since coherent 
noise is generated at the measurement frequency in modulation experi- 
ments. 

Modulation techniques have some advantages over pulse measurements 
which are subject to the following problems. 

(1) Excessive power density may cause optical and chemical non- 
linearities as well as unwanted secondary processes. 

(2) The real time observation of picosecond phenomena shifts electronic 
acquisition to the gigahertz region with some high frequency difficulties. 

(3) The error estimation becomes cumbersome since it is difficult to 
separate and to determine definitely the rates of the error parameters. 

The basic idea of working with modulated light is not new in lumines- 
cence spectroscopy and possible applications for picosecond lifetime mea- 
surements have appeared in the literature [ 5 - 71. However, no critical 
analysis of the picosecond accuracy obtained has so far been published. 

1.2. The method 
A luminescent sample is excited by a quasi-monochromatic amplitude- 

modulated continuous wave (CW) laser beam. We introduce a general 
light-forcing function denoted by F(f). Provided that the system response is 
linear, the emission function E(t) is given by the convolution product of 
F(t) and the transfer function Z’(t) which is characteristic of the sample 
under study. 

E(t) = F(t)*T(t) = f=i(t’)T(t - t’)dt’ (1) 
--oo 

Figure I illustrates the case where F(t) is sinusoidal and T(t) is a single 
exponential decay with a decay constant 7. The resulting emission function 
is shifted in phase relative to the forcing function. Furthermore its amplitude 
is significantly compressed and depends on the actual we confiition. 
This work deals solely with the accurate determination of the phase shift. 

For a single exponential decay this phase shift @T can be related to the 
decay time 7 of the luminescent sample by [8] 
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Fig. 1. Time-domain plots of the emission function (the modulation frequency V (= wl2n) 
is fixed at 53.0517 MHz, whereas the decay time constant 7 is varied): l l l , light-forcing 
function or 7 = 0; I, 7 = 1 ns (W7 = l/3);., I = 3 ns (W7 -1); -,s=9ns(w7=3). 
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7= Llno, 
w 

(2) 

A detailed description of the apparatus will be given in a fort&or&g 
publication [9] . A schematic diagram of the experimental set-up for the 
following error discussion is given in Fig. 2. 

The modulated beam is split up. The transmitted beam enters the sample 
chamber where it hits the scattering medium or, in the second measurement 
when the scatterer has been replaced by the sample, where it excites the sam- 
ple. For both cases the reflected part at the beam splitter -es as a phase 
reference and is fed via an optical delay line into the reference housing. 
The light generated in the two chambers is individually collected, is homo- 
geneously mixed in optical fibres and. is directed onto the photomulti@ier 
cathode. The anode of the photomultiplier is connected to the input of the 
spectrum analyser from where the a.c. data acquired is transferred to a mini- 
computer. 

cw laser 
. 

eom ,bs ‘Ih 
/ I 

, 

Fig. 2. A schematic diagram of the experimental set-up: bt~, beam splitter; m, mirror; 
eom, electro-optic modulator; pmt. photomultiplier; fo, fibre optics; aa, spectrum 
analyser; eh, shutter. 

1.3. Acquisition cycles 
To evaluate T we require the following two measurements of a: 

@e, where both chambers contain identical scattering media, to set a “phase 
null”; $‘1, where the sample replaces the scatterer in the sample chamber. 
The difference a,(= @I - QO) represents the phase shift caused by the life- 
time of the sample and yields the data required for the T calculus. 

The determination of af(i = 0,l) is a four-step procedure involving the 
measurement of (1) the reference level R(t), (2) the sample level S(t), (3) the 
sum signal level B(t) and (4) the noise level N(t). From the information 
R(t), S(t) and B(t) +i can be calculated and the noise level i+?(t) appears 
only in the error estimation. 

2. Evaluation of 7 for single exponential decay 

By superimposing the reference beam intensity 

R(t) = R0 exp (iwt) 

and the light intensity emitted by the sample 
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S(t) = SO exp {i(w t + 9 )} 

on the photomultiplier cathode, we obtain the sum signal intensity 

B(t) = R(t) + s(t) 

= Be(*) exp {i(wt + a’)} 

B;(Q) = R,2 + s; + 2R,se CO8 Q 

The solution for Qi, is given by 

Q, = arccos 
B:(a) -R; - 23; 

2RoSo 
(3) 

From the spectrum analyser the values X R, Xs, XB and X, in units of dBm 
are obtained during cycles of the four-step procedure described in Section 
1.3. These values are related to the light intensities by 

R; = 10xF@e s; = 1()+3/lo Bg = 1 vB/lo g = lvN/l” (4) 

Equation (3) can therefore be written as 

( 

1 wBflo - l@R/lo - l(-J%/lo 

a = arccos 
2 )( l(-JWR +xs)/m 1 

(5) 

For practical reasons we introduce the following substitutions: 

cy = (Xa -Xx,)/20 @ = (XB -&)/lo 7 = (x, -Xx,)/lo (6) 

This is shown graphically in Fig. 3. Hence the argument of the arccos func- 
tion eqn. (5) simplifies to 

E(ar, 0) = 0.5 x lo-*(lo@ - 10% - I) (7) 

and eqn. (5) can be written as 

*j = arccos Qqaj, pi)} i=O,l (8) 

a and 0 now become the crucial measurement parameters in units of fractions 
of decibels. y will appear only in the error calculation. 
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Fig. 3. The acquisition levels 

3. Error handling 

3 
a.20 = XR-Xs 
p.10 = XB_XS 

I. 10 q XN -xg 

and arithmetic substitutions. 

In modulation luminescence decay measurements 
errors appear. 

two categories of 
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(1) Errors imposed by instrumental limitations which can be treated 
mathematically. 

(2) Systematic errors caused by the design and/or the nature of the 
experiment. This type of error can only be eliminated by meticulous care in 
experimentation. Special attention has to be paid to the following points. 

(a) The delayed time response of photomultipliers for photons of 
wavelength longer than the excitation light introduces a new, though stable, 
phase shift O1 and therefore simulates a false decay time. Symmetry reasons 
render a purely mathematical elimination impossible. A suggestion for solving 
this problem will be discussed in another publication [ 33 . 

(b) Geometrical aspects such as the illuminated ‘@target” shape con- 
gruence, the identity of the light collection paths and the cathode region 
where the guided light is detected should be considered [9]. 

(c) Optical components which are replaced (filters, attenuators and 
delay length alteration) must be carefully checked for spurious retardation 
caused by different ref5active indices. Astonishingly good reproducibility 
can be attained by the minimization of type (1) errors. Truly reliable data 
with an absolute accuracy of several picosecondS can, however, only be 
obtained if the set-up has been checked within the limits of type (1) errors 
against errors of type (2). 

3. I. Enom of type (1) 
Starting with eqn. (2) the error in T can be expressed as 

(9) 

where dw depends on electronic stability speciffcations and da, is composed 
of da, and do,. 

and dcP, is the contribution to the error in @, caused by the signal-lo-noise 
ratio. Assuming a gaussian distribution, we can write the following equation 
for the error in 7: 

The individual differentials can be evaluated: 

(10) 



( 1 aT = l 
a% w w cos2@ 

-1 
= (1 - E2)1/2 

aE ( ) - 
a& B 

= -(E + 10”) ln 10 

aE 

( 1 Ku 
= 0.5 X lOa+ In 10 

dw and dp depend on the acquisition electronics and do is the root mean 
square (r.m.s.) error of acquired levels of Xs and X,. The differential ddr , 
cannot be evaluated directly and must be discussed in some more detail. 

In this context it should be mentioned that the term “noise” denotes 
radiation scatter at the modulation frequency generated by the power 
circuits of the modulator and picked up by the detection electronics. It is 
definitely not a “white noise”; therefore it is reasonable to assign an am- 
plitude and a phase to this composite non-statistical signal. 

Because its phase cannot be fixed in the experiment, it is necessary to 
integrate the resulting errors da), over all relative noise phases of a full 
period to obtain the mean error contribution fd@,,>. Another important 
physical implementation is the fact that this noise superimposes only on the 
signal in electronic circuits and not in the optical part of the experiment. 
Thus noise adds to sample, reference and sum signals; the latter, however, 
is the sum of two noise-free origins, since the mixing is performed optically. 

To calculate the error da,, we proceed in the following way. The 
sample beam is set as a phase standard with @s = 0. The noise-free reference 
beam is then shifted by aa and the noise by #N. We calculate #n which 
denotes the phase of the reference beam under the influence of noise. The 
difference between the “noisy” and the noise-free reference phase, given by 

d% = lo, - &n I, determines the amount of the phase error due to the 
signal-to-noise ratio. 

In a first step we add noise to the original signals R(t), S(t) and B(t): 

NEtI = No exp {i(wt + #n)} 

S’W = exp (iw t) {S, + No exp (i#N )) 

R’(t) = exp (iw t) %I exp (i@R ) + No exp (iON )} 

B’(t) = exp (iwt){Re exp (itin) + Se + No exp (i#n)) 

Similar to eqn. (4) we form 
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I,, =: l()a’/l* 

= R’(t)R’*(t) 

and1sr and IB* are formed analogously. The substitution 6 = fin - #TV leads to 

k =R~+~o+2R~ocos~ 

43’ =R~+s~+~+ZR*s*cosg~+~~*cos~~~~*cos~~ 

With the substitution of eqns. (6) for Xaj , Xg, XBr and XN the variable y 
can be introduced: 

IR’ = lO’%-p-7 +xN/l*) 

IsI = l(j(+-7 +XN/l*) (12) 

IB’ = 10(-r +xN/l*) 

Fkom eqns. (11) 

I,* = Is’ + Ia’ - @* + z&se CO8 t#n 

Together with eqns. (12) cos #a is given by 
10(-r +xN/lo)- 10(-@-r +xN/le)- lO@--B--r+x#o)+ l~N/le 

CO8 @n = 
=wo 

(13) 
This formula is very similar to eqn. (3), but the denominator cannot be in- 
corporated straightforwardly into our substitutions and R. and So have 
to be cakulated from eqns. (11): 

R. = lvN/20 {- cos 4 + (lo=--s-7 - sm2&l12} 

se = loxN’= [- CO8 (@a 4) + (10-@-r - siIP(@a - $)}“a] 
(14) 

Substitution of eqns. (14) into eqn. (13) leaves us with the final equatjon 

CO8 #JR = 

10-r - 10-8-r - 10”~B-r + 1 

2(- cos jY +(lo24-@-y -sin2~)1’2}[-cos (#a -6) + {lo-fl-r -six?(#n -$)}1’2] 

(15) 
The argument X,/l0 has vanished. This means that @a does not depend on 
the absolute noise level but only on the signal-to-noise ratio. 

Equation (15) is an implicit function for #a and can only be solved 
iteratively [lo] . We introduce the following substitutions: 

c = 10-Y - 10-8-Y - 10”~8-r. + 1 



Y&d =-2cos45a 

leading to 

f(%L 7) = 0 

= c + YkM#R, 4) (16) 

Values for #a are calculated by iteration with fixed 4 to satisfy eqn. (16). 
The Taylor expansion is applied: 

with the differentials 

(El6 =4g, +4&1, 
Since au/a@, = 0, eqn. (17) reduces to 

(17) 

with 

3V ( 1 sin i2(4, - 6)) - 
a@R & 

= sin (@R - 6) - 2 ~lO_~_r _ s.2 t4R - &)1/2 cw 

Figure 4(b) shows the dependence of dbr on the relative phase 4. For good 
experimental parameter settings (high signal-to-noise ratio, cy = 0, -~3 large) 
the function is very similar to a sine function. This means that & oscillates 
around *a. Under worse experimental conditions (low signal-to-noise ratio, 
cy # 0, small p) the symmetry deteriorates but preserves periodicity with 2r. 
To obtain the average error contribution and to avoid assigning a fixed phase 
to the noise, we have to intergrate over one whole period of 4: 

(21) 



(a) (b) 
Fig. 4. The phase error caued by note (DPHI = da ): (a) da, VI. the eignal-to-nojse 
ratlo (j3 = BETA); (b) dG$ w. 3 = h - &q (= PHI (k) -PHI a(N)). Lcw in symmetry is 
emphasized by chooalng extremely bad experimental conditions. 

4. Error discussion 

Knowledge of these type (1) errors in analytical form allows the para- 
meter ranges to be searched to find optimum experimental conditions. 
According to eqn, (9) the time error dr(w, a) can be split into a phase 
term daP, and a frequency term dw. We will first discuss the parameters 
governing the total phase error da,. 

4.1. The spectrum anulyser specific&ions as accurrrcy limits 
The dynamic amplitude calibration of the screen differs depending on 

the type of spectrum anaiyser used. Our set-up [9] with the Tektronix 7L13 
andyser and the Tektronix TR601 tracking generator acquires signai levels 
w-&bin the folIowing absolute limits: 

+l dB in the dynamic range 5 - 14 dB (-9.5 > p > - 1.4) 
+1.5 dB in the dynamic range 16 - 70 dB (-1.6 > /I > - 7) 

The r.m.s. error of an averaged level determination (approximately 16 000 
samples) takes a value of about 5 X 10-s dB. Thus the relative errors da; 
andd@inaandPare 

&‘a 5 x lo-‘dB 

d$SS 1 x lo-8dB 

It can be derived from Figs. 5 and 6 that a should be tuned to zero. 
This means that the error contribution from the screen calibration can be 
neglected and the relative error equals the absolute. The same is, however, 
not true for 8. In this case we are forced to use the caiibration value which 
depends on the dynamic range used and dg’ can be neglected, The combina- 
tion TR501-7L13 together with a Tektronix 7D14 counter scaies the 
frequency ac curacy down to 10 Hz. It is therefore reasonabIe to vary the 
experimental errors of the parameters a, 0 and w within the following ranges: 
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Fig. 5. (a)Thephase shift error d*s (= DPHI) and (b) the damping parameter fi (= BETA) 
as functions of the phase @f (= PHI). The parameter CC (= ALPHA) is the measure for 
equalization of the ievels Xi. and &. - 

IELTfi PHI (fenl3) lE-2 DBETCI CDB> BETR COB> 

3m 
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Fig. 6. (a) The phase shift error d& (= DPHI) and (b) the damping measure p (= BETA) 
as functions of the equalization a (= ALPHA) at a phase d& of 3.1 rad, The parameter 
dfi (- DBETA) is the error in @. 

4.2. 

da = 5 X 1W4dB 

dD =0-0.15dB 

do = 100 Hz 

The optimum mnge for @‘i 
As defined in Section 1, af is the difference between a1 and @e . In 

this experiment the error in Q, j (i = 0,l) varies enormously depending on the 
absolute values of Cp i. It follows from Fig_ 5 that dQE decreases with increas- 
ing phase. The best results are obtained in the range Q1 = v where @tay’. 0) is 
maximal. It should be noted that the error function d*, is symmetric with 
respect to A. In order to obtain the highest precision for both determinations, 
it is necessary to set the macroscopic phase shifter (the optical delay line) 



31 

to such a length that 9e a z + a,/2 and O1 = R - -12. Figure 6 shows 
thatd@z isminimalfor(IIEOataiixedphaseshift91.Itcanbeseenthat 
@ has a larger effect on d9z when a assumes values away from zero. The 
effect is less dramatic, however, when Oi is not as close to n as in the plot 
presented. 

In summary, two beams (sample and reference) perfectly adjusted, for 
equal modulation depth but dephased by T i ar /2 with Cp, 4 z represent the 
optlmumm easurement configuration with respect to the parameters 01 and 8. 

4.3. No&e analysis results 
By variation of parameters in calculations of the kind presented, it can 

be shown that the phase error in the reglon very close to Of = II is sensitive to 
non-ideal m easurement parameters. Noise analysis even now prohibits Q i = II. 
Since the levels X, and X, coincide, the signal-to-noise ratio becomes zero. 
The maximum tolerable dcp, allows the minimum signal-to-noise ratio to be 
deduced, according to Fig. 4(a), in relation to the known dQz . Reasonable 
measurements require signal-to-noise ratios in the range 30 - 50 dB (i.e. - 5 < 
7 < -3). It follows from Figs. 5 and 6 that a slight deviation from *‘r = z 
satisfies this requirement because of the steepness of the fi function. 

4.4. Tinie errordr(w, *) 
Electronic components currently ln use [ 93 provide a frequency stability 

and accuracy which keep the error contribution caused by uncertainties in w 
to a level of some lo-l6 s. The phase error effect is larger by a factor of 10”. 

Figure 7 shows the dependence of d7 on the modulation frequency, the 
parameter being dQI, = C(d9e)” + (dQ11)2}1’2. The resulting errors are linear 
with respect to da,, but not with respect to the frequency. It is obvious that 
d7 decreases with higher modulation frequencies for a fixed decay time. But 
at the same time the emission function eqn. (1) suffers a loss in modulation 
depth (Fig. l), causing experimental problems (noise and photomultiplier 
saturation [ 91). 

(a) (bl 
Fig. 7. (a) The resulting time error d7 (= DELTA TAU) and (b) the error in the optical 
path length determination (= DPATH) ~8. the modulation frequency at a phase Q1l of 
2.8 rad. The parameter d@, (a DPHI) is the t&al Bhift error. 



Furthermore, the path length error AL = d@(c/o) of the optical delay 
path length arising from the phase error d@ can be found from Fig. 7. (The 
velocity of light is denoted by c.) This conversion of the phase into a path 
length provides us with the possibility of calibrating our experimental set-up. 
The end mirror of the delay line is positioned at an exactly measured path 
length difference between the sample and reference beam. Identical scat- 
terers are placed in both housings. To perform the system check-out des- 
cribed in Section 1 we determine Oe at various frequencies. The path lengths, 
resulting from subsequent Q e -to-L conversion, have to equal the path length 
measured physically within the limits of the error estimation presented. Only 
the successful performance of this check-out allows further systematic errors 
of type (2) (defined in Section 3) to be excluded. Most other modulation 
techniques lack this possibility and use chemical solutions with known decay 
lifetimes as standards. 

5. Conclusions 

The analysis presented in this work helps to reveal the possible accuracy 
in relation to the apparatus and technique applied. Our modulation tech- 
nique is especially interesting for short time analysis (G 1 ns), since the 
relative error dr/~ decreases slightly with faster decay times of the sample 
under study. The accuracy is flexible owing to the experimental freedom 
provided by the manner in which the optical delay line is used. It depends 
markedly on the refinements of the electronic equipment. Menzel and Popovic 
[ 51 have carried out a similar experiment concerning the set-up, However, 
it is more fascinating for its simplicity and “low costs” than for the published 
accuracy which is too optimistic. 

The decisive contribution to the total error turns out to be the phase 
shift error daT, whereas the error arising from the modulation frequency 
uncertainty can be neglected in our set-up. dGT is made up of two parts. 
The first is daz which includes errors inherent in the acquisition procedure. 
The spectrum analyser as a frequency selective level meter limits the resolu- 
tion by its dynamic range calibration. The second part of da, is d@, which 
includes effects of the coherent nonstatistical noise. It is shown that a 
minimal signal-to-noise ratio of about 30 - 40 dB should be maintained. 

Moreover, the error analysis serves as a valuable guide when choosing 
settings of the experimental parameters. In this respect perfectly equalized 
sample and reference levels, as well as a large damping of the sum level, 
provide the best accuracy. 
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